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Abstract 

The Internet of Things (IoT) Industry is growing rapidly, security surrounding this Industry has 
to be upgraded. This study analyzes which machine learning performs the best in detecting Injection 
Attacks in IoT devices. The proposed machine learning methods includes Catboost, Decision Tree, 
Support Vector Machine (SVM), and Multilayer Perceptron (MLP). This study uses Edge-IIoTset 
dataset. The traffic data obtained in this dataset comes from 13 different types of IoT devices which 
contains 10 files with normal traffic and 14 files of attack traffics. This study takes normal traffic and 
injection attacks traffic from Edge-IIoTset. Results shows that Catboost machine learning model 
performs the best in terms of performance score with 0.95599 score in Accuracy, Precision, F1-Score, 
and recall score where as Decision Tree model performs the fastest with 0.09 seconds of runtime and 
achieving 0.93 score in the performance. 
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1. INTRIDUCTION 

At this time, technological developments have entered a period where 
devices need a sensor to be able to operate. A device that has a sensor, can provide 
data or information that is useful to humans, when a device has a sensor or many 
sensors is connected to the internet, which allows a device to communicate or 
exchange data with other devices that can produce comprehensive data or 
information for humans, the device is called the internet of things. IoT devices 
themselves unconsciously are all around us and are used in everyday life [1]. Based 
on data [2], it is predicted that in 2030 there will be 29.4 billion devices. From the 
projection data shown in Figure 1. It can be stated that the growth in the use of IoT 
devices has almost tripled in a decade or within 10 years. The growth in the use of 
IoT itself is caused by the increasing demand for smart devices or wearables in our 
lives. Smart home-based devices, smart cars, smart watches, and others are 
triggers for the mass use of IoT. 

 
Figure 1. IoT Growth Projection. Reference: (Statista,2022a) 
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However, in line with the increasing number of IoT devices, this technology 
certainly has its own challenges. The challenges faced by this technology can be 
categorized into 4 main challenges, namely security, privacy, data volume and 
complexity [3]. Security and privacy constraints are the biggest concerns in the IoT 
world. This is because the ability of IoT devices can directly attack a person's 
privacy, which can retrieve surrounding data and personal data from devices used 
by individuals. While security constraints themselves, can directly affect or cause 
privacy constraints to occur or make IoT devices not work or provide wrong 
information. With security constraints, both IoT device and service providers or 
individual users can suffer significant losses [4]. 

Attacks that are usually carried out by hackers on IoT devices themselves can 
be categorized into 5 categories. Attacks can be categorized as DoS/DDoS, 
Injection, Information Gathering, Man in the Middle of attack and Malware [6]. 
With this attack category, it is also necessary to take preventive and 
countermeasures when an attack occurs. This leads to a strong need for cyber 
security, where by increasing cyber security, the losses that can be experienced by 
companies or individuals can be minimized. Globally, the cybersecurity market 
alone by 2022 is estimated to reach $159.8 billion in revenue [2]. Meanwhile, 
based on data from Businesswire [13] as seen below in figure 2, provides an 
estimate that 41.6 billion devices will be connected to IoT in 2025. In addition, IDC 
also reports an estimate that there will be an exchange of 79.4 zettabytes of data in 
2025 from IoT devices where this figure is up by 3 times more than in 2019 of 18.3 
zettabytes. 

 
Figure 2. A Comperhensive Estimation view of IoT Security 

 
DoS / DDoS itself is an attack that most often occurs on IoT devices, where 

this attack allows loss of functionality in the system [6] Based on [7], in 2020 alone 
there was a 151% increase in attacks that occurred in the form of DoS / DDoS on 
the internet network as a whole. Meanwhile, based on [8] in a period of 15 months 
from 2020 to 2021, DoS/DDoS attacks reached 500 Gbps. However, on the other 
hand, with many attacks in the form of DoS/DDoS, research and preventive 
measures for this type of attack are much advanced than other types of attacks. 
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Therefore, this study will focus on the type of attack that is the second most 
common, namely the injection attack. 

This study will focus on detecting injection attacks with 4 methods of 
machine learning which is Catboost, Decision Tree, Multilayer Perceptron (MLP), 
and Support Vector Machine (SVM).  Where author will find the best Hyper 
Parameter for each model and compare each model to find which Machine 
Learning model has the fastest and most accurate results. 

 
2. RESEARCH METHODOLOGY 

There are many websites where users can upload documents (for example, 
financial documents, resumes, profile pictures, etc.). This can be exploited by 
attackers by entering files that are not in accordance with system functions. Once 
the attacker manages to upload the malware program files to the web server, he 
can gain administrative privileges. This can trigger a very significant risk, where 
the file when the file is uploaded in the execution, the attack will occur. The 
consequences of this attack can vary, including a complete system takeover, an 
overloaded file system or database, forwarding the attack to a back-end system, a 
client-side attack, or a simple crash, an attacker can also upload and run a web 
shell, filtrating potentially confidential data, uploading permanent XSS as well as 
phishing pages [6]. 

SQL Injection is a technique that sends malicious messages to the DB trying 
to find an unauthorized channel to gain access. This is an application security flaw 
that allows different attackers to control database driven applications by letting 
them access or delete sensitive data.  

In this section, we briefly describe the various machine learning algorithms 
that are frequently used in this domain.  Support Vector Machine (SVM) is part of 
supervised machine learning that is often used, especially in malware attack 
detection research [14]. Support Vector Machine (SVM) aims to separate data into 
two classes, namely classes +1 and -1. This can be achieved by finding the 
maximum distance between the two classes. 

Decision tree is one of the most popular classification machine learning 
algorithms. This is because the concept of a decision tree is easy for humans to 
understand. Decision tree is a classification method that is shaped like a tree 
structure, each node in the decision tree represents an attribute and the branch of 
the node represents the value of the attribute, and the leaf represents the class. 
Root is the top node of the decision tree. 

Multi-layer perceptron is one of supervised machine learning with 
classification method. Multi-layer perceptron is part of deep learning (DL), the 
learning process in deep learning is similar to how humans learn, because the 
structure of deep learning or artificial neural network is taken from the structure 
of the human brain. The perceptron is the smallest part of the neural network, 
which consists of a neuron, similar to a human nerve cell. 

Categorical Boosting (Catboost) is one of the boosting algorithms which is a 
tree algorithm (such as a decision tree) that is more sophisticated. CatBoost 
creates a combination of categorical and numeric attributes. All splits in the tree 
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are used in combination in the same way as categorical splits and are considered 
as categorical with two values. CatBoost is an algorithm that combines Gradient 
Boosting Decision Tree (GDBT) with categorical features, this algorithm is a more 
advanced version of GDBT. CatBoost's main goal is to be able to process categorical 
features efficiently and rationally 

 
Figure 3. Research Framework 

 
3. RESULTS AND DISCUSSION 
a. Support Vector Machine  

The results of the accuracy level of the classification performance of the 
Support Vector Machine model using the values of degree 1, 2, and 3 get the same 
value, which is 91.83% with the fastest learning time of 82.04 seconds at degree 2 
where the performance be seen in in table 6 and the confusion matrix can be seen 
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in figure 5. In Support Vector Machine, Precision, Recall, and F1 Score has the same 
value for all degree values, which is 0.918332. 
 

Table 1. SVM with degree value of 2 Performance Score 
Accuracy F1- Score Recall Precision Time Complexity 
0.918332 0.918332 0.918332 0.918332 82.0401 Seconds 

 

 
Figure 4. SVM with degree value of 2 Confusion Matrix 

 
b. Decision Tree  

The results of the accuracy level of the Decision Tree model classification 
performance with max_depth values of 3, 5 and 7 get a relatively good score. The 
maximum accuracy reaches 93.47% at max_depth 7 with a learning time of 0.12 
seconds. The fastest learning algorithm is at max_depth 3, which is 0.09 seconds. 
For Decision Tree, Precision, Recall, and F1, the model gets the highest score with a 
max_depth 7 value of 0.934756. The performance be seen in in table 7 and the 
confusion matrix can be seen in figure 6 
 

Table 2. Decision tree with max_depth 7 Performance Score 
Accuracy F1- Score Recall Precision Time Complexity 
0.934756 0.934756 0.934756 0.934756 0.123218 Seconds 

 

 
Figure 5. Decision Tree with max_depth 7 Confusion Matrix 
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c. Multi-Layer Perceptron 
The results of the accuracy level of the classification performance of the 

Multi-Layer Perceptron model using hidden_layer_sizes values of 3,5, and 7 have 
relatively small differences. The highest accuracy is found in the model which has a 
hidden_layer_sizes value of 5, which is 93.46%. with a learning time of 24 seconds. 
The fastest learning time is found in the Multi-Layer Perceptron with the 
hidden_layer_sizes hyperparameter value of 7, which is 18 seconds. In Multi-Layer 
Perceptron, Precision, Recall, and F1 Score get the highest value at 
hidden_layer_sizes 7 where the performance be seen in in table 8 and the 
confusion matrix can be seen in figure 7, which is 0.932508. 
 

Table 3.  MLP with hidden_layer 7 Performance Score 
Accuracy F1- Score Recall Precision Time Complexity 
0.932508 0.932508 0.932508 0.932508 18.3246 Seconds 

 

 
 

Figure 6.  MLP with hidden_layer 7 Confusion Matrix 
 

d. Catboost 
The results of the accuracy level of the classification performance of the 

CatBoost model using the learning_rate value of 0.1; 0.01; 0.001 shows the same 
accuracy value, which is 95.97% with the fastest learning time, which is 39.29 
seconds on the model with a learning rate of 0.1. The performance be seen in in 
table 9 and the confusion matrix can be seen in figure 8. In CatBoost, Precision, 
Recall, and F1 Scores get the highest score at learning_rate 0.1, which is 0.959719. 
 

Table 4. Catboost with Learning_rate 0.1 Performance Score 
Accuracy F1- Score Recall Precision Time Complexity 
0.959719 0.959719 0.959719 0.959719 39.2995 Seconds 
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Figure 7. Catboost with learning_rate 0.001 Confusion Matrix 

 
e. Model Performance Comparison 

Of the four models used in this study and as shown in table 10, the highest 
accuracy value can be achieved in the CatBoost model with a learning rate of 0.1 
achieving an accuracy of 95.97% with a learning time of 39.29 seconds. However, 
the Decision Tree model managed to achieve the fastest learning time, which was 
0.09 seconds. The full comparison can be seen in table 10 below. 

 
Figure 7. Table Performance score from all machine learning models 

 
4.  CONCLUSION  

Although hyperparameters affect machine learning model learning, the 
values of different hyperparameters do not necessarily provide different 
performance, as seen in the Support Vector Machine and Catboost models which 
are given three different values for the selected hyperparameter, but the 
performance on both machine models the learning remains the same. 

The results of the accuracy level for the classification performance of the 
Support Vector Machine model using degree values of 1, 2, and 3 give the same 
value of 91.83%, and the fastest training time is 82.04 seconds with degree 2. For 
Support Vector Machine, precision, recall, and F1 scores have the same value for all 
degree values, which is 0.918332. 
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The results of the accuracy level of the Decision Tree model classification 
performance for max_depth values 3, 5 and 7 get relatively good scores. Maximum 
accuracy reaches 93.47% at max_depth 7 and training time is 0.12 seconds. The 
fastest learning algorithm is max_depth 3 (0.09 seconds). For Decision Tree, 
Precision, Recall, and F1, the model gets the highest score with a max_depth value 
of 7, which is 0.934756.  

The results of the accuracy level of classification performance for the Multi-
Layer Perceptron model using hidden_layer_sizes 3, 5 and 7 values show a 
relatively small difference. The highest accuracy was found for the model with a 
Hidden_layer_sizes value of 5 (93.46%). The fastest learning time is 18 seconds on 
hidden_layer_sizes 7. For Multi-Layer Perceptron, precision, recall, and F1 score 
get the highest score (0.934617) on hidden_layer_sizes 5. 

In this study, Catboost, which is one of the more advanced machine learning 
models, is able to learn and achieve the best performance from the other three 
algorithms tested, where this algorithm achieves 95.59% accuracy with F1-score, 
Recall, and precision. 0.959719. This algorithm is classified as an algorithm that is 
more advanced than Support Vector Machine, Decision Tree, and Multi-Layer 
Perceptron and also proves research [8], where Catboost managed to outperform 
two machine learning algorithms, namely XGBoost and LightGBM. 

Decision Tree managed to get the fastest learning time, which was 0.09 
seconds. This is because the Decision Tree algorithm does not calculate all the 
possibilities in the learning process, this makes Decision Tree able to make 
decisions and learn faster than other algorithms. Although the Decision Tree 
algorithm has the fastest learning time, the accuracy obtained from learning the 
Decision Tree model is not the highest. 
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